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Abstract 

Now a day data mining is used in many areas directly or 

indirectly associated with our lives. Health care is also one 

of the domain which gets a lot of benefits and researches 

with the advent and progress in data mining. It plays a vital 

role in extracting useful knowledge and making scientific 

decision for diagnosis and treatment of disease. Data 

mining in medicine can resolve this problem and can 

provide promising results. Treatment records of millions of 

patients have been stored and various tools and techniques 

are applied to analyze the data. A classification approach in 

health care could be a method of diagnosing to determine if 

a patient has certain disease or not. In this paper, we make 

use of a large heart disease data set obtained from UCI 

machine repository applied J48 and Random Forest 

classifier after prepossessing the data sets and the result 

shows that J48 outperforms and gives promising results as 

compared to Random Forest. 
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1. Introduction 

 

Data mining is the process of automatic classification 

of cases based on data patterns obtained from a 

dataset. A number of algorithms have been developed 

and implemented to extract information and discover 

knowledge patterns that may be useful for decision 

support [1]. 

 

The growing espousal of information technologies in 

medical field and the availability of vast data 

concerned with patients including investigation 

reports, clinical examination, treatment follow-ups 

vital parameters, and drug decisions etc. provide new 

opportunities for using analytics to control health 

outcomes. The Data mining is one of the considerable 

strategies that can be can be extremely useful for 

Medical practitioners for extracting hidden medical 

knowledge to predict the Disease possibility from the 

health record with approved feature of an individual. 

There are different types of diseases predicted using  

data mining  techniques such as Heart disease, 

Hepatitis, Lung Cancer, Thyroid disease, Diabetes, 

Breast cancer, Liver disorder[2].  

 

Data mining applications in healthcare include 

analysis of health care centers for better health 

policy-making and prevention of hospital errors, 

early detection, prevention of diseases and 

preventable hospital deaths, more value for money 

and cost savings, and detection of fraudulent 

insurance claims [3]. 

 

Heart disease is the leading cause of death in the 

world over the past 10 years. The European Public 

Health Alliance reported that heart attacks, strokes 

and other   circulatory diseases account for 41% of all 

deaths. The Economical and Social Commission of 

Asia and the Pacific reported that in one fifth of 

Asian countries, most lives are lost to non-

communicable diseases such as cardiovascular 

diseases, cancers, diabetes and chronic respiratory 

diseases. The Australian Bureau of Statistics reported 

that heart and circulatory system diseases are the first 

leading cause of death in Australia, causing 33.7% of 

all deaths.  Statistics of South Africa reported that 

heart and circulatory system diseases are the third 

leading cause of death in Africa [4]. 

2. Data Mining Techniques 

Data mining is a process of identifying and extracting 

hidden patterns and information from databases and 

data warehouses. There are various well known data 

mining techniques are available. 

2.1. Classification  

Classification is a supervised learning technique and 

it is most widely which employs a set of pre-

classified examples to develop a model that can 

classify the population of records at large. In 

Learning the training data are analyzed by 
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classification algorithm. In classification test data are 

used to estimate the accuracy of the classification 

rules. If the accuracy is acceptable the rules can be 

applied to classify the instances without class. The 

classifier-training algorithm uses these pre-classified 

examples to determine the set of parameters required 

for proper discrimination [6].  

2.2. Clustering  

Clustering is unsupervised Unsupervised learning 

technique in which class labels are known. It is a 

descriptive technique which consists of identifying 

classes or groups in sets of unclassified data. It 

identifies groups of related records that can be used 

as a starting point for exploring further relationships 

[7]. 

2.3. Prediction   

Regression technique can be adapted for predication. 

Regression analysis can be used to model the 

relationship between one or more independent 

variables and dependent variables. In data mining 

independent variables are attributes already known 

and response variables are what we want to predict 

[8].  

2.4. Association rule   

Association and correlation is usually to find frequent 

item set findings among large data sets. Association 

Rule algorithms need to be able to generate rules with 

confidence values less than one. However the number 

of possible Association Rules for a given dataset is 

generally very large and a high proportion of the 

rules are usually of little value [6].  

3. Experimental Work 

 
The experiment  is based on using tool Weka and 

heart disease data set having 303 instances and 14 

attributes available at UCI Machine Repository. The 

attributes are age, gender, cp, trestbps, fbs, restect, 

thalach, exang,oldpeak, slope, ca, thal, num.    

 

Measures for performance evaluation 

 
To measure the performance of a medical test, the 

concepts sensitivity and specificity are often used; 

these concepts are readily usable for the evaluation of 

any binary classifier. Say we test some people for the 

presence of a disease. Some of these people have the 

disease, and our test says they are positive. They are 

called true positives (TP). Some have the disease, but 

the test claims they don't. They are called false  

negatives (FN). Some don't have the disease, and the 

test says they don't - true negatives (TN). Finally, we 

might have healthy people who have a positive test 

result false positives (FP). Thus, the number of true 

positives, false negatives, true negatives, and false 

positives add up to 100% of the set [10]. 

 

True Positive Rate 
 

It is the proportion of people that tested positive of all 

the positive people tested; that is (true positives) / 

(true positives + false negatives). It can be seen as the 

probability that the test is positive given that the 

patient is sick. The higher the sensitivity, the fewer 

real cases of diseases go undetected. It can be defined 

as: 

 
 
True Negative Rate 
 
It is the proportion of people that tested negative of 

all the negative people tested; that is (true negatives) / 

(true negatives + false positives). As with sensitivity, 

it can be looked at as the probability that the test is 

negative given that the patient is not sick. The higher 

the specificity, the fewer healthy people are labeled 

as sick. It can be defined as: 

 

 
Accuracy 
 
It is simply a ratio of ((no. of correctly classified 

examples) / (total no. of examples)) *100). 

Technically it can be defined as: 
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Confusion Matrix  

 
 
Decision Tree 

 

Decision tree as a predictive model can be viewed as 

a tree where each branch of the tree is a classification 

question and leaves represent the partition of the data 

set with their classification [9]. 

 
Confusion Matrix for J48 
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Confusion Matrix: Random Forest 
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Decision Tree J48 

 

 
 
Fig. 1: J 48 Decision Tree 

 

Results with parameters 

 

 
 
Fig. 2: J48 Result 

 
J 48 classifier builds model in 0.02 seconds with 

80.5% correctly classified instances and 19.4 % 

incorrectly classified instances. 

 
1. Random Forest Classifier 

 
Random Forest is a classifier consisting of a 

collection of tree-structured classifiers {h(x, Θk) k=1, 

2, ….} where the {Θk } are independent identically 
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distributed random vectors and each tree casts a unit 

vote for the most popular class at input x. Random 

Forest generates an ensemble of decision trees. To 

achieve diversity among base decision trees, Breiman 

selected the randomization approach which works 

well with bagging or random subspace methods [5].   

 

 

 
 

Fig 3: Random forest result 

 
Random classifier builds the model is 0.07 seconds 

with 79.868 % correctly classified instances. 

 

4. Conclusion  

 
In this paper we compared the Decision tree 

classifiers on Heart Disease data set. The result show 

that J 48 classifier give more accurate result that is 

85.14 % as compared to Random Forest. 
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